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\begin{abstract}
Sensitivity analysis is a critical step in mathematical modelling of ecological processes and it provides an idea of the response of the model dynamics to a variation in the values of some parameters. In analytic models, there are standard mathematical techniques for carrying out sensitivity analyses, but this is not so with simulation models, mainly due to the fact that their behaviour usually depends upon the interaction among different parameters, and so sensitivity analysis has to be carried out for all combinations of all parameters of interest. In this study, we explored the use of artificial neural networks (ANN) for sensitivity analysis of simulation models, as applied to simulations models of two-species pest populations: the parasitoid–host system \textit{Nezara viridula}–\textit{Trichopoda giacomellii}, \textit{N. viridula} being a pest of soybean and the \textit{Sirex noctilio}–\textit{Pinus radiata} system, \textit{S. noctilio} being a pest of pine plantations. We compare the ANN sensitivity analysis results with the ones of the Classification Trees (CT), Sobol and the stepwise multiple regression with standardized partial regression coefficients (SMR). The sensitivity analyses were carried out evaluating the simulations models’ parameters effect on the stability behaviour of the simulation models. The ANN sensitivity analysis produced the same (or superior) results as the other two techniques (CT, Sobol and SMR), but showed additional advantages similar to those offered by sensitivity analyses of analytic models: partial derivatives were calculated to determine the contribution of each parameter of the simulation models to their stability behaviour. We conclude that ANN is adequate for simulation modelling sensitivity analysis with the additional advantage of evaluating the contribution of model parameters to the model’s behaviour. Although, we used only two-species pest systems as an example, this approach may be applied in wide areas of pest management and population dynamics studies.
\end{abstract}
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1. Introduction

Sensitivity analysis is one of the several critical steps in mathematical modelling of ecological processes. In the case of computer simulation models, once a model has been developed (conceptualized, structured and programmed), verified (no programming errors), subjected to parameterization (numerical estimation of parameters by some goodness of fit criterion of the model to the data) and validated (confirmed that it conforms satisfactorily with field and/or laboratory data), it is necessary to study the effect of parameter uncertainty on the model's output. Sensitivity analysis helps to identify the parameters that have the most influence on the model results, which is crucial for model calibration and validation.

Keywords:
- Pest insects
- Stability
- Host–parasite dynamics
- Nezara viridula
- Trichopoda giacomellii
- Sirex noctilio
- Pinus radiata

\* Corresponding author. Tel.: +82 2 961 0946; fax: +82 2 961 0244.
E-mail addresses: parkys@khu.ac.kr (Y.-S. Park), rabinovi@netverk.com.ar (J. Rabinovich), lek@cict.fr (S. Lek).

0304-3800/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.ecolmodel.2007.01.021
Artificial neural networks (ANNs) have been used as a tool in ecological modelling (for an introduction see Lek and Guégan, 1999). A multilayer perceptron (MLP) with a backpropagation learning algorithm, which is a supervised ANN, has been implemented in various applications (Lek and Guégan, 2000): patterning complex relationships (Lek et al., 1996; Tuma et al., 1996), predicting population and community development (Recknagel et al., 1997; Chon et al., 2000) and modelling habitat suitability (Paruelo and Tomasel, 1997; Özesmi and Özesmi, 1999). The explanatory power of the MLP has been criticized due to its black-box model approach, but now sensitivity analysis methods have been developed to identify the most influential variables in MLP models (Lek et al., 1996; Scardi and Harding, 1999; Dimopoulos et al., 1999). Although, the apparent complexity of ANNs was originally believed to limit our ability to gain explanatory insight into the prediction process, recent advancements (Olden and Jackson, 2002; Gevry et al., 2003) have illustrated that this indeed is not the case and researchers now have the ability to identify individual and interacting contributions of the predictor variables in ANNs (Olden et al., 2004).

In this work, we apply for the first time the ANN methodology to the sensitivity analysis of simulation models of ecological population dynamic processes. We used two insect population simulation models and tested three sensitivity analysis tools and evaluated possible ANN comparative advantages.

2. Methods

We used two simulation models: (a) the population regulation of Nezara viridula (Hemiptera: Pentatomidae) by its parasitoid Trichopoda giacometellii (Diptera: Tachinidae), from now on referred to as the Nv–Tg model and (b) the population dynamics of a pest species (Sirex noctilio) (Hymenoptera: Siricidae) that affects pine plantations (mainly of Pinus radiata), from now on referred to as the Sn–Pr model. The former was programmed in FORTRAN77 and the latter in C language. The biological and ecological description of the Nv–Tg system is given in full details in Liljesthröm and Rabinovich (2004), and biological details about the wood wasp can be found in Ipinza and Molina (1991). After simulation of each model with different combinations of parameter values, model behaviours according to changes of parameters were patterned and predicted with model parameters using SOM and MLP, respectively. Sensitivity analyses of MLP models were carried out with partial derivatives algorithm. ANN algorithms were implemented in Matlab (The MathWorks 2001). Overall modelling procedure is given in Fig. 1. Below we provide a summary of each population dynamics simulation model and the ANN methodology as it was applied for sensitivity analysis.

2.1. The N. viridula–T. giacometellii (Nv–Tg) model

The simulation model is based on two Leslie matrices, one for the host and one for the parasite, with a time unit of 1 week, and populations expressed as individuals/m². Some model parameters were estimated in the laboratory and in
Fig. 1 – Modelling procedure with dynamic models and artificial neural networks. Parameters of each model were used as input variables in MLP models to predict model behaviours. Parameters and model behaviours are given in Tables 1 and 2 for \( N_v-Tg \) model and \( S_n-Pr \) model, respectively. Modelling procedures for two different models, \( N_v-Tg \) model and \( S_n-Pr \) model, were carried out independently.

In the field, while other parameters were estimated by parameterization to 15 generations of field data of the host and the parasite. The stability analysis of the model showed four types of behaviour (Liljesth"om and Rabinovich, 2004): two unstable and two stable dynamics (the latter were typical limit cycles, although frequently with more than one peak per cycle). These four stability types of simulation model behaviour were used as a response indicator for sensitivity analysis of the \( N_v-Tg \) model.

Three parameters and two population regulation mechanisms were considered to have major influences on stability, and varied with a wide range. The three parameters were: (i) the aggregated distribution of attacks, as described by the parameter \( k \) of the negative binomial distribution, (ii) the host survival in the first week of parasitized life \( (S_1) \), which is also an indication of parasitoid larval survival, because larvae cannot complete their development in a week or less and (iii) the host survival in the second week of parasitized life \( (S_2) \), which also measures the proportion of parasitoid larvae developing in more than 2 weeks. The two population regulation mechanisms were: (i) the castration effect (cease of reproduction of the parasitized hosts) and (ii) the differential selectivity for hosts by the parasitoid. These two population regulation mechanisms were implemented as on-off variables: 0 = absent and 1 = present. A description of the model’s state (response) indicators used for sensitivity analysis as a function of different parameter/mechanism values are given in Table 1.

The degree of influence of different parameters and mechanisms on the behaviour of the model’s state (response) indicators was evaluated by means of the Classification Trees method (Breiman et al., 1984), a multivariate technique similar to discriminant analysis but of a hierarchical nature and that is applied in a recursive way, and that has the advantage of combining a variety of types of predictor variables (categorical predictors, continuous predictors or any mix of them). For some type of ecological data, this method has proved to be as equally effective as a mixed effect analysis of variance (but far simpler) and more effective than linear regression (De’ath and Fabricius, 2000). As in the \( N_v-Tg \) model, stability behaviour was dependent of a mix of categorical (CAS and SEL) and continuous predictors \( (k, S_1, S_2) \).

The Classification Trees method was selected to determine the importance of various parameters on the stability behaviour of the \( N_v-Tg \) model. The software Statistica (Version 5.5A) was

| Table 1 – Description and values of the \( N_v-Tg \) simulation model parameters and regulation mechanisms used for sensitivity analysis (independent or predictor variables) and the stability behaviour types used as the simulation model’s response indicators |
|---|---|---|
| Parameters/output behaviour | Description | Range (min–max) (step) |
| Parameters (predictive variables) | | |
| Parameter \( S_1 \) | Host survival in the first week of parasitized life | 0.1–1 (0.1) |
| Parameter \( S_2 \) | Host survival in the second week of parasitized life | 0.1–1 (0.1) |
| Parameter \( k \) | Degree of aggregation of the distribution of attacks (as a negative binomial distribution) | 0.05, 0.1 and 0.2, and 0.5–2.3 (0.3) |
| Mechanism CAS (castration index) | Cease of reproduction of the parasitized hosts | 0–1 (1) |
| Mechanism SEL (selectivity index) | Differential selectivity for sex and/or stage of hosts by the parasitoid | 0–1 (1) |
| Model behaviour (output variables) | | |
| Unstable dynamics type 1 (Kodest-1) | Parasitoid and host growing without bound | Output variables (model’s output behaviour) |
| Unstable dynamics type 2 (Kodest-2) | Extinction of the parasitoid and unbounded host population growth | |
| Stable dynamics type 1 (Kodest-3) | Stable cycles, both species reaching densities much higher than any observed field value | |
| Stable dynamics type 2 (Kodest-4) | Stable cycles, both species at densities in agreement with all observed field values | |
The simulation model was executed with $P = 100$ (about 9 ha), for 200 years on a daily basis, and started with a randomly distributed small percentage ($P_{ST_0}$) of suitable trees (stressed) in a plantation of unsuitable (healthy) trees. A certain number of pioneer female wasps ($S_0$) was also randomly distributed in the plantation. Female replacement rate is greater than one only when the wasps find suitable trees for oviposition. Because it is assumed that suitable trees represent a scarce resource, population replacement rate is around one. In some cases, the wasp population goes to extinction; in other cases, the wasps attack some stressed trees that become suitable for oviposition by neighbouring wasps with high probability, and a population outbreak takes place. Because of resource limitation ultimately the wasp population always results extinct.

The simulation model was executed 1000 times, and cases in which the wasp population went to extinction, with or without outbreaks, were registered. The following statistics were computed: (i) frequency of extinctions ($F_{ext}$), calculated as the number of runs that went extinct, with or without outbreaks, over the total number of runs, (ii) time to extinction, calculated as the average time from wasp introduction until population extinction in each run, with ($T_{ext-wo}$) outbreak, (iii) the same without ($T_{ext-no}$) outbreak, (iv) time to outbreak ($T_{out}$), calculated for the runs that resulted in outbreaks, as the time from wasp introduction to the appearance of the first stressed tree and (v) value of outbreak ($V_{out}$), calculated as the average number of wasps at the peak time of the outbreak. These five statistics were used as output variables for sensitivity analysis as a function of different parameter. Their description and the parameter values used are given in Table 2. In addition, when calculating the averages of the time to extinction and the time to outbreak, their respective standard deviations ($ST_{ext-wo}$, $ST_{ext-wo}$ and $ST_{out}$) were also calculated.

Sensitivity analysis of the Sn–Pr dynamic simulation model results were analyzed with two procedures: a linear stepwise multiple regression technique and the Sobol method. A FORTRAN program was prepared that, in addition to the stepwise multiple regression procedure, it also calculated the standardized partial regression coefficients (regression coefficients expressed in standard deviation units). These standardized regression coefficients allow a straightforward arithmetic comparison of the relative importance of each independent variable in relation to the dependent variables. That is, if the standardized partial regression coefficient of one parameter is twice the value of the standardized partial regression coefficient of another parameter, the former is twice more important ("useful") to predict the dependent variables than the latter. For brevity, we will refer to this method as the "stepwise" method.

For the Sobol method, we used the winding stairs sampling technique on the parameter space to reduce the number of simulations (Chan et al., 2000). The Sobol method for sensitivity analysis (Saltelli et al., 1999), measures the model's sensitivity to the parameters by partitioning the total variance of the output variable $Y$ in main effects and interaction effects among parameters. We calculated the first-order sensitivity index for the $i$th parameter ($S_i$), which measures the effect of parameter $x_i$ on the output variable $Y$ and the total sensitivity.
Table 2 – Description and parameter values of the Sn–Pr population dynamics simulation model (predictor variables) and description the model’s output behaviour (statistics of state (dependent) variables) used for sensitivity analysis

<table>
<thead>
<tr>
<th>Parameters/output behaviour</th>
<th>Description</th>
<th>Parameter change for stepwise: min–max (step)</th>
<th>Parameter change for the Sobol method (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters (predictive variables)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PropA2</td>
<td>Proportion of type 2 trees (suitable for oviposition but not stressed)</td>
<td>0.01–0.05 (0.01)</td>
<td>0.025</td>
</tr>
<tr>
<td>P_LDF</td>
<td>Probability of long distance flight</td>
<td>0.1–0.5 (0.1)</td>
<td>0.25</td>
</tr>
<tr>
<td>R</td>
<td>Radius of dispersal</td>
<td>1–5 (1)</td>
<td>3.0</td>
</tr>
<tr>
<td>r</td>
<td>Number of trees visited by a wasp during her lifetime</td>
<td>8–12 (1)</td>
<td>10</td>
</tr>
<tr>
<td>MAX_NE</td>
<td>Maximum number of eggs that a tree can receive</td>
<td>400–500 (100)</td>
<td>450</td>
</tr>
<tr>
<td>Egg load</td>
<td>Maximum egg number per female</td>
<td>80–120 (40)</td>
<td>100</td>
</tr>
<tr>
<td>Model stability behaviour (output variables)</td>
<td>Frequency of extinction</td>
<td>Output variables (model’s output behaviour)</td>
<td></td>
</tr>
<tr>
<td>$F_{\text{ext}}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{\text{ext-wo}}, ST_{\text{ext-wo}}$</td>
<td>Average time to extinction with outbreaks, and standard deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{\text{ext-no}}, ST_{\text{ext-no}}$</td>
<td>Average time to extinction without outbreaks, and standard deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{\text{out}}, ST_{\text{out}}$</td>
<td>Average time to outbreak, and standard deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_{\text{out}}$</td>
<td>Average number of wasps at the peak time of the outbreak</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The value of the last column represents the mean of a normal distribution, and the random value was generated assuming a 25% coefficient of variation around the corresponding mean, and then used in a combination order determined by the winding stairs procedure.

2.3. The artificial neural network (ANN) methodology

A multilayer perceptron (MLP) with a backpropagation algorithm was used as a non-linear predictor (Haykin, 1994) of population dynamics patterns. MLP is a supervised interactive learning algorithm designed to minimize the mean square error between the computed output of the network and the desired output; for a detailed description of the learning rules of MLP see Rumelhart et al. (1986), Kung (1993) and Lek and Guégan (2000). The network usually consists of three layers: an input layer, one or more hidden layers and an output layer. Each layer is composed of neurons, which are the computational units of MLP. It requires input vectors in the input layer, as well as target (or desired) values in the output layer corresponding to each input vector. The input layer contains neurons for the independent variables. We used five input neurons for the $Nv–Tg$ system and four for the $Sn–Pr$ system, i.e., one input neuron for each parameter. The output layer was composed by the neurons responsible for the production of the output variables to be predicted (i.e., four types of model dynamics for $Nv–Tg$ model and five types of model behaviour for $Sn–Pr$ model) (Tables 1 and 2). In this network, signals are propagated from the input layer through the hidden layers to the output layer via the network connections. During the training phase, a comparison is made between the output values calculated by MLP and the expected values (the ones generated by the population simulation models), and the connection weights are modified in order to minimize the error of the response (difference between expected and calculated output values).

We used a hold-out cross-validation procedure to determine the performance of the MLP method: one half of the dataset was used for training the MLP model, one fourth of the dataset for validation and the last one fourth for testing. The dataset consisted of 4000 cases for $Nv–Tg$ model using stepwise, and for the $Sn–Pr$ model the dataset consisted of 15,625 cases using stepwise and 2400 cases using Sobol. The parameter values used in each combination are given in Tables 1 and 2.

The performance of the MLP models was evaluated using Cohen’s Kappa statistics (Cohen, 1960) for $Nv–Tg$ model (i.e., binary outputs) and the correlation coefficients between expected values generated by the population dynamics models and the calculated values of the MLP model for $Sn–Pr$ model (i.e., continuous outputs).

2.4. Sensitivity analysis with MLP

After the learning process of the MLP models, sensitivity analysis was carried out to evaluate the contribution of each input variable (parameters of the population dynamic models) to the index ($S_T$), which takes into account the interactions between the $i$th parameter and the rest of the parameters. The total sensitivity index can be thought of as the expected fraction of variance that would be left if only the parameter $x_i$ were to stay undetermined.
output values of MLP. There are several ways to perform sensitivity analysis with MLP (Zurada et al., 1994; Dimopoulos et al., 1999). Gevrey et al. (2003) compared performances of several different methods to evaluate the relative contribution and/or the contribution profile of the input factors in MLP models. The algorithms compared were the ‘partial derivatives’ (PaD) method (Dimopoulos et al., 1995, 1999), the ‘weights’ method (Garson, 1991; Goh, 1995), the ‘perturbation’ method (Scardi and Harding, 1999), the ‘profile’ method (Lek et al., 1995, 1996) and the ‘classical stepwise’ regression method (Sung, 1998). Gevrey et al. (2003) showed that the PaD method was the most useful (followed by the profile method) to identify the degree of contribution of the input variables, and Olden et al. (2004) also showed that the PaD performed well, although it was only consistent in identifying the two most important variables in the network. We decided to use the PaD method because it is more coherent from a computational point of view.

The PaD method presents the output of the MLP models with respect to the input to obtain the profile of the variations of the output for small changes of one input variable. The SSD values allow the classification of the input parameter increases. Inversely, if the partial derivative is positive then, for each parameter being analyzed, the output variable will tend to decrease as the input parameter increases. Conversely, if the partial derivative is negative then, the output variable will tend to increase as the input parameter increases. The relative contribution of input descriptors to the MLP output can be estimated as the sum of the squared partial derivatives (SSD) obtained for each input variable. The SSD values allow the classification of the variables according to their contribution to the output variable in the model, the input variable with the highest SSD value being the variable which most influences the output variable. The details of the MLP sensitivity analysis as applied to ecological modelling can be obtained from Gevrey et al. (2003).

### 3. Results

#### 3.1. The N. viridula–T. giacomellii (Nv–Tg) model

#### 3.1.1. Prediction of population stability patterns

The Classification Trees analysis showed that, with an input–output matrix of 4000 cases, 207 cases were misclassified (5.2%), the worst misclassification occurring when 74 cases of stability Type 4 were classified as stability Type 3. The highest relative importance ranking in determining the model’s stability behaviour corresponds to \( k \), with an importance about twice the others (Table 3).

MLP applied to the Nu–Tg dynamic model showed high predictability of the population stability patterns with 95% or higher of correct predictions (Table 4). Cohen’s Kappa showed very high values (range 0.86–0.94), indicating very high agreement between model dynamics types predicted by the MLP model and the corresponding expected types generated by the population dynamics models. The frequency histogram of error values showed that most error values lie around zero.

#### 3.1.2. Influence of parameters

The negative binomial parameter \( k \) is the most important factor in determining the patterns of population dynamics stability behaviour (Kodest-1 to Kodest-4; see Table 1 for stability types). The contribution of \( k \) to behaviour Kodest-4 is relatively lower than to other behaviours, whereas \( S_1 \) is the highest contribution parameter to Kodest-4. Parameter \( S_1 \) also provides a relatively low contribution, and the rest of the parameters show a very low contribution.

As the parameter \( k \) showed the highest contribution to the model’s stability behaviour, it was of interest to evaluate the response behaviour of the system in response to changes of \( k \) value (Fig. 2). Parameter \( k \) affects Kodest-1 and Kostest-3 negatively but the effect is positive on Kodest-2 and Kostest-4. Kostest-2 and Kostest-3 showed an inverse response to the changes of \( k \) values. It should be noted that the scales are very different for each stability behaviour, and they indicate the level of contribution of parameter \( k \) to each stability behaviour type.
Table 4 – Predictability of the population stability patterns (Kodest-1 to Kodest-4) of the Nv–Tg simulation model by the MLP procedure using the model’s parameters as predictors

<table>
<thead>
<tr>
<th>Predicted stability type</th>
<th>Predicted correctly</th>
<th>Predicted incorrectly</th>
<th>Total cases (N)</th>
<th>% Correct answers</th>
<th>Cohen’s Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kodest-1</td>
<td>153</td>
<td>14</td>
<td>167</td>
<td>91.62</td>
<td>0.9408</td>
</tr>
<tr>
<td>Kodest-2</td>
<td>111</td>
<td>14</td>
<td>125</td>
<td>88.80</td>
<td>0.889</td>
</tr>
<tr>
<td>Kodest-3</td>
<td>217</td>
<td>33</td>
<td>250</td>
<td>86.80</td>
<td>0.861</td>
</tr>
<tr>
<td>Kodest-4</td>
<td>448</td>
<td>10</td>
<td>458</td>
<td>97.82</td>
<td>0.918</td>
</tr>
<tr>
<td>Total</td>
<td>929</td>
<td>71</td>
<td>1000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2. The S. noctilio–P. radiata (Sn–Pr) model

3.2.1. Prediction of population dynamics patterns

The results of the outbreak behaviour of the Sn–Pr model are expressed as correlation coefficients between the expected (simulation model) and the ANN calculated values as indicators of the predictability of the MLP model. The correlation coefficients ranged from 0.66 to 0.99 (0.97, 0.71, 0.73, 0.66 and 0.96, for output variables \( F_{\text{ext}} \), \( T_{\text{ext-no}} \), \( T_{\text{ext-wo}} \), \( V_{\text{out}} \), \( T_{\text{out}} \), respectively), with the highest values related to “Frequency of extinction” \( (F_{\text{ext}}) \) \( (p<0.01 \) for all variables).

3.2.2. Influence of parameters

Fig. 3 compares the contribution of the predictor variables to the each of the statistical indicators of model stability behaviours of the Sn–Pr population model, as result of the Sobol, the stepwise multiple regression and the ANN using MLP. We considered five output variables (time to outbreak peak, values at outbreak peak, time to extinction with outbreak, time to extinction without outbreak and frequency of extinction) and in some cases we also considered their standard deviations (for the ANN methodology). The contributions of input parameters for frequency of extinction were very similar for the three different methods (Fig. 3). However, the stepwise multiple regression method displayed relatively different patterns for time to extinction with outbreak, time to extinction without outbreak and time to Sirex peak (Fig. 3).

The Sobol and the MLP methods shows very similar contribution with \( r = 0.921 \) \( (N = 30, p < 0.001) \) of correlation coefficient in overall (all parameters and all output variables), although the differences were relatively large for values of Sirex peak. The agreement between the MLP and the stepwise methods was smaller, but still significant \( (r=0.8, N=30, p<0.01) \). For all output variables, the contribution of \( \tau \) \( (\text{number of trees visited}) \) was the highest in all three models. The contribution was also higher in the ANN method than the Sobol method. Input variables \( P_{\text{LDF}} \), \( \text{Max}_\text{NE} \) and Egg load showed low contributions for all output variables in all three different methods.

Therefore, we looked into the response behaviour of the model according to changes of these two parameters \( \text{PropA2} \) and \( \tau \) that had the highest contribution to the model’s stability behaviour. The response behaviour of the MLP method output as a function of changes in \( \text{PropA2} \) had negative effects on "frequency of extinction", "mean time to extinction" and "standard deviation of time to extinction" (Fig. 4). However, its influence on these output variables decreased with higher values of \( \text{PropA2} \), as displayed by partial derivatives being scattered around zeros at high values of \( \text{PropA2} \). \( \text{PropA2} \) had positive effects on "mean time to outbreak" and its standard deviation at low values; however, the influence was low (with relatively small negative effects) at high values, indicating that the increase of \( \text{PropA2} \) resulted in a decrease in the output variables “frequency of extinction”, “mean time to extinc-

Fig. 2 – Profile of partial derivatives as a function of parameter \( k \) for each type of population stability behaviour of the Nv–Tg population simulation model. (a)–(d) Correspond to Kodest-1 to Kodest-4 stability types (see Table 1 for stability types).
Fig. 3 – Comparison of the contribution of the predictor variables to the model stability behaviours of the Sn–Pr population model, as result of the Sobol, the stepwise multiple regression and the ANN (MLP) methods.

Fig. 4 – Partial derivatives as a function of the parameter “PropA2” (proportion of type 2 trees) on output variables of the Sn–Pr population simulation model. (a) “Frequency of extinction” ($F_{ext}$), (b) “Mean time to extinction” ($T_{ext}$), (c) “Std. dev. of time to extinction” ($ST_{ext}$), (d) “Mean time to outbreak” ($T_{out}$) and (e) “Std. dev. of time to outbreak” ($ST_{out}$).
Fig. 5 – Partial derivatives as a function of the parameter \( \tau \) (number of trees visited) on output variables of the Sn–Pr population simulation model. (a) “Frequency of extinction”, (b) “Mean time to extinction”, (c) “Std. dev. of time to extinction”, (d) “Mean time to outbreak” and (e) “Std. dev. of time to outbreak”.

...tion” and “standard deviation of time to extinction”, while it resulted in an increase in “mean time to outbreak” and its standard deviation.

The partial derivatives response of the MLP procedure from changes in the parameter \( \tau \) showed negative effects on the dynamic model’s output variables frequency of extinction, but the effects were relatively smaller at high \( \tau \) values (Fig. 5). The responses of time to extinction (mean and standard deviation) were not strong, showing both positive and negative influences, with the response stabilizing as the values of \( \tau \) increased. The parameters time to outbreak (mean and standard deviation) responded mainly positively, although large variations were observed.

4. Discussion and conclusions

Sensitivity analysis is a critical step in mathematical modelling of ecological processes and it provides an idea of the response of the model dynamics to a variation in the values of some parameters. In analytic models there are standard mathematical techniques for carrying out sensitivity analyses, but this is not so with simulation models, mainly due to the fact that their behaviour usually depends upon the interaction among different parameters. Therefore, sensitivity analysis in simulation models has to be carried out for all combinations of all parameters of interest. Due to these properties of the simulation model, some statistical tools are used as indirect sensitivity analysis.

In this study, we explored the use of ANN for sensitivity analysis of simulation models, as applied to simulations models of two-species pest populations: the parasitoid–host system \( N. viridula–T. giacomellii \) (\( Nv–Tg \)), \( N. viridula \) being a pest of soybean and the \( S. noctilio–P. radiata \) (\( Sn–Pr \)) system, \( S. noctilio \) being a pest of pine plantations. The ANN (MLP) sensitivity analysis results of the \( Nv–Tg \) and the \( Sn–Pr \) simulation models agree quite well with the results based upon the other sensitivity analyses tested. In particular, the following aspects deserve to be emphasized.

In the case of the \( Nv–Tg \) simulation model, the variation of the contribution of each predictor variable (simulation model parameters and mechanisms) by the MLP model is relatively high because it was calculated from the contribution of a small number of outputs (i.e., in this case four outputs for dynamics stability types). By both methods (MLP and Classification Trees) the dominance of the aggregation of attacks by the parasitoid (the negative binomial parameter \( k \)) on the stability behaviour of the simulation model was evident. The other two parameters (\( S_1 \) and \( S_2 \)) and the two biological mechanisms (CAS and SEL) played a lesser role by both methods, although the MLP model assigned a relatively higher importance to the parameter \( S_1 \) (the hosts’ survivorship in the first week of adult life). This makes biological sense because the value of \( S_1 \) is also used in the \( Nv–Tg \) simulation model as the variable deter-
mining the emergence of the parasitoid. In the case of the two biological mechanisms (CAS and SEL), the ANN methods had a high standard error because these are categorical variables.

The MLP model can offer additional information than the Classification Trees by providing an indication of the importance of each input variable upon stability behaviour of each simulation model. For example, it shows that the Nu–Tg simulation model parameter $S_1$ actually is second in importance after the parameter $k$, but only in relation to the stability behaviour type 4 (stable cycles with host and parasitoid species at densities in agreement with all observed field values). The contribution of $S_1$ on this type was 51.1%, whereas the effect was very low on other types ranged between 1.9% and 8.1%.

The ANN methodology can also predict additional features related to the sensitivity analysis, not present in the Classification Trees method. It provides, as the mathematical techniques available for carrying out the sensitivity analysis of analytic models do, partial derivatives of each simulation model's stability behaviour as function of the simulation model parameters and mechanisms. We carried out this procedure with the only dominant parameter (the negative binomial parameter $k$), and the results show a very high agreement with the dominant theory of the role of this parameter (an indicator of the aggregation of attacks by the parasitoid) on the stability behaviour of parasite–host systems. May (1978) considered the overall consequence of spatial heterogeneity as satisfactorily described by a negative binomial distribution, and Hassell (2000) claimed that homogeneity, in the sense of equal risk of being parasitized, results in a decrease in host survival as parasitoid density increases, leading to extinction of host–parasitoid systems. On the other hand, heterogeneity (e.g., aggregated distribution of parasitoid attacks among hosts) may result in a stabilization of the host–parasitoid system (Liljesthröm and Bernstein, 1990). This is so because decline in host survival with parasitoid density is more moderate than exponential and exerts a stabilizing influence (Hassell et al., 1991), due to less severe reductions in the host population following the build-up of parasitoid numbers (Chesson and Rosenzweig, 1991). The results of the MLP sensitivity analysis also agree with the field results that show that in the N. viridula–T. giacomellii system, the aggregated distribution of attacks fits well a negative binomial distribution with the aggregation parameter $k$ estimated to lay between 0.2 and 0.8 (Liljesthröm, 1992), thus playing a dominant role in the stabilization of this host–parasitoid system. The partial derivative profile of the ANN sensitivity analysis agree with the results of May (1978) in that the aggregated distribution of attacks among hosts – as represented by the negative binomial distribution parameter $k$ – should lead to stability if $k < 1$.

In the case of the Sn–Pr simulation model, we compared the contribution of the predictor variables to the each of the statistical indicators of model behaviours between the stepwise linear multiple standardized regression method, the Sobol method and the ANN sensitivity analysis methodology (Fig. 3). We obtained a good agreement among three different methods. All of them show that the population simulation model parameter PropA2 (proportion of type 2 trees, i.e., suitable for oviposition but not stressed) is the dominant one in determining the model’s statistical behaviour, followed by the parameter $r$ (number of trees visited by a female wasp during her lifetime). The contributions of input parameters for frequency extinction were very similar for the three different methods. However, the stepwise multiple regression method displayed relatively different patterns for time to extinction with outbreak, time to extinction without outbreaks and time to Sirex peak.

The MLP sensitivity analysis methodology was able to show the specific contribution of the predictor variables (population dynamics simulation model parameters) to the each of the statistical indicators of the Sn–Pr population model’s behaviour. Additionally, while the stepwise regression only shows the standardized coefficient values when an effect was statistically significant (and not deleted from the stepwise regression) the ANN method shows average values of the contribution for all combinations of predictor variables and model statistical behaviours of the Sn–Pr population model. A measure of the agreement between both sensitivity analysis methodologies was obtained by a simple linear correlation between the standardized coefficient values of the stepwise regression and the percent contribution of each parameter to the population model statistical behaviour as provided by the ANN methodology. The correlation coefficient was statistically significant ($r = 0.824$, $N = 13$, $p < 0.001$).

Another advantage of the MLP sensitivity analysis is that we can evaluate the model response behaviour against the changes of input variables, while it is not convenient in the Classification Trees, the Sobol and the stepwise multiple regression methods. We looked into the response behaviour of the model according to changes of parameters (PropA2 and $r$ in Sn–Pr model) through a partial derivatives profile method of the MLP sensitivity analysis.

In general, MLP results conformed well to the Classification Trees for the Nu–Tg model and the stepwise regression analysis for the Sn–Pr model. These classical statistical analysis techniques are not straightforward in handling non-linearity’s, and do not incorporate causality in their models (Gevrey et al., 2003), while ANN has the capability to handle non-linear, complex ecological data and to incorporate causality (Lek and Guégan, 2000; Recknagel, 2003). Although ANN models are able to make very good predictions and are recognized as powerful tools (Skelton et al., 1995; Recknagel et al., 1997; Liong et al., 2000), at the beginning of their development they were considered as black-box approaches because of a lack of explanatory methods for relationships between input and output variables. Presently, many different algorithms have been developed to avoid the “black-box” flaw of ANNs, and now they can be used as sensitivity analysis tools to determine the contributions of the independent variables and the way they act on the dependent variable (Garson, 1991; Goh, 1995; Lek et al., 1996; Balls et al., 1996; Maier and Dandy, 1996; Scarlì and Harding, 1999; Dimopoulos et al., 1995, 1999; Olden, 2003).

Our conclusion is that the MLP has high predictive power and is adequate for evaluating the contribution of model parameters to the model’s behaviour. It has the advantage over the stepwise linear multiple regression in that it does not require that the simulation model behaves in a linear way. And although the Sobol method can also cope with non-linear
simulation models, it is a quite sophisticated method, and no standard analytical commercial package is still available. Of course the same can be said from the MLP method of the ANN approach, but in comparing the two (Sobol and ANN) the latter can determine the contributions of the independent variables and also the way they act on the dependent variable, while the former can only determine the relative contribution of the independent variables or parameters. Our results show that the MLP model is very efficient to predict the stability behaviour of pest population dynamics and to evaluate importance of parameters in the population dynamics. Although, we used only two-species pest systems as an example, this approach may be applied in wide areas of pest management and population dynamics studies.
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